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Abstract—We describe a simple algorithm for level-wise enumeration of global states of a distributed computation. In addition to fast execution, it requires working memory only on the order of two global states plus a variable amount which allows trading higher speed for storage. Furthermore, we present a new caching strategy which speeds up the enumeration algorithm described in [1].

I. INTRODUCTION

Detecting certain conditions in a distributed computation is a fundamental building block for many solutions related to control and debugging of distributed programs. Examples include error reporting, process control, decentralized coordination or load balancing [11], [3]. These conditions corresponding to global predicates are detected and evaluated over global states, which are essentially unions of local states of all processes.

Except for stable global predicates [4], i.e. predicates that do not become false once they are true, evaluation of global predicates is not an easy task. Most approaches exploit the structure of a global predicate to identify the global states for which a predicate might apply [7]. The major drawback of these methods is that they either apply to small classes of predicates, or are predicate-specific.

On the other hand, evaluating non-specific global predicates is NP-hard, as shown in [5]. For such predicates, or if the structure of the predicate is not known a priori, the most general approach is taken - enumeration of all global states [6], [9]. Such enumeration might be prohibitively expensive due to the large number of global states. Moreover, the memory-efficiency of known approaches is very poor, including the pre-algorithms in [6], [9].

In an attempt to provide a practically feasible method for the enumeration of global states we present here a simple algorithm with fast execution and low memory requirement. In more detail, our algorithm requires working memory only on the order of two global states plus a variable amount determined by the user. This additional amount allows trading memory requirement for higher speed: essentially, doubling the additional memory (up to a certain limit) doubles the execution speed.

The new algorithm explores the lattice of global states level-wise, bearing similarities to Breadth-First Search (BFS). It complements the memory-efficient algorithm from [1], which traverses this lattice in Depth-First Search (DFS) manner; for a particular application, either BFS or DFS traversal might be a better choice.

Using the insights gained from the new approach, we also improve the strategy for caching of local states described in [1]. This improvement provides a further speed up of the DFS-based enumeration without increasing its memory requirement.

A. Definitions

We assume that the reader is familiar with the definitions of a distributed computation, a run \( R \), local history of a process \( p_i \), global history of a distributed computation, and a consistent cut [2], [4].

For a process \( p_i \), \( 1 \leq i \leq n \), and an integer \( k \geq 0 \) let \( \sigma_i^k \) denote the local state of a process immediately after having executed event \( e_i^k \).

The local state of a process may include information such as the values of local variables and the sequences of messages sent and received. The global state of a distributed computation is an
the recently executed events $e_{i_1}^1, \ldots, e_{i_n}^k$ leading to the local states $\sigma_1, \ldots, \sigma_n$. The signature of the initial global state is $(0, \ldots, 0)$.

II. Reverse Execution of an Event

Computing a global state $\Sigma$ from its predecessor $\Sigma'$ in $L$ is straightforward: we let a (certain) process execute its next event. Thus, having all global states of level $\ell$ in the memory of the enumerating machine, we can obtain all global states of level $\ell + 1$. This property is used in the algorithms described in [6], [9]. However, the number of global states of a single level can be exponential in $n$, and this is also a reason why the above-cited algorithms are not memory-efficient.

On the other hand, memory-efficient enumeration algorithms strive to keep in memory the least number of global states at a time, in extreme case only the currently visited one. This frequently leads to a situation where we must compute a predecessor of a global state, and so memory-efficient global state enumeration algorithms are likely to use reverse execution of events. Indeed, the algorithm in [1] as well as the one in this paper assumes such a mechanism.

Reverse execution is a well-established concept used in debugging, fault-tolerant computing, human-computer interaction and speculative computation [8], [12]. Implementations include both hardware and software approaches.

A. Reverse execution with time versus space trade-off

In the following we discuss an approach for reverse execution approach and describe how to parameterize the trade-off between its execution time and the memory requirements.

Assume that $P$ is a path in a lattice corresponding to a distributed computation. Given a node (global state) $\Sigma$ in $P$, we want to obtain its predecessor $\Sigma'$. The only difference between both global states is that in $\Sigma'$ exactly one of the processes $p_i$, say, has not yet executed its next event $e_{i_1}^k$. In other words, the difference between the signatures of $\Sigma'$ and of $\Sigma$ is that the former is less by 1 in position $i$; in all other positions
the signatures are identical. Thus, given Σ, the
goal is to “set back in time” \( p_i \) by a single step to
the local state \( \sigma_i^{k_i-1} \).

Obviously the method with the highest memory
usage is to cache all global states on the path
\( P \) and then retrieve the required global state
from the memory or other storage as necessary.
Note that we can cache the path in a “differential”
way, i.e. we store only changes in a single
local state for every node of \( P \). Still, if Σ is
the last global state in \( P \) and has the signature
\( (k_1, \ldots, k_n) \), then we must store \( k_i \) local states
of the process \( p_i \) for each \( i = 1, \ldots, n \), in total
\( \ell = k_1 + \ldots + k_n \).

To decrease memory usage, we might also
Cache only some local states of each process. For
\( i = 1, \ldots, n \), let us cache every \( q_i \)-th local state
of the process \( p_i \), where \( q_i \) is a natural number
of our choice. For \( q_i = 1 \), the retrieval of \( \Sigma' \)
from Σ is the same as above. For \( q_i > 1 \) we first
retrieve the cached local state of \( p_i \) with index
\( \lfloor (k_i - 1)/q_i \rfloor q_i \) from memory or secondary storage
and “load” this state into \( p_i \). Subsequently,
if \( \lfloor (k_i - 1)/q_i \rfloor q_i < k_i - 1 \), we compute the local
state of \( p_i \) in \( \Sigma' \) by “forward” executing its
program code; note that we have to execute at most
\( q_i - 1 \) events. Since the messages received
by \( p_i \) are considered a part of its local state [2],
we cache also those (together with the index of
the sender and the event number causing this message).

B. Space and time requirements

We bound now the time and space requirements
of the above approach for a single process.
For \( i \) between 1 and \( n \) let us write:

- \( R_i \) for an upper bound on the time to re-
  retrieve a local state and to “load” it into process
  \( p_i \),
- \( E_i \) for an upper bound on the time needed
  by \( p_i \) to execute an event, and
- \( S_i \) for an upper bound on memory require-
  ment of a local state of \( p_i \).

For \( q_i > 1 \), in order to compute \( \Sigma' \) from Σ
process \( p_i \) must forward execute at most \( q_i - 1 \)
events after retrieval of its last stored local state.

Therefore, the time for computation of \( \Sigma' \) from
Σ is at most

\[
R_i + E_i(q_i - 1).
\]

(1)

If the last global state in \( P \) has signature
\( (k_1, \ldots, k_n) \), then the total memory or secondary
storage needed for caching of local states of process
\( p_i \) is at most

\[
S_i \left\lfloor \frac{k_i}{q_i} \right\rfloor .
\]

(2)

III. LEVEL-WISE ENUMERATION OF GLOBAL
STATES

In this section we describe an algorithm for
level-wise enumeration of global states. In addi-
tion to memory efficiency, it achieves high speed
by reducing the amount of reverse computations.
The key idea is to execute only forward computa-
tions on the processes \( p_1, \ldots, p_{n-1} \) and reverse
computations on \( p_n \) only. As a consequence, only
one local state needs to be cached for each of
\( p_1, \ldots, p_{n-1} \), while we apply caching techniques
from Section II to speed up reverse computations
of \( p_n \). Note that choosing the “fastest” process
as \( p_n \) further improves the execution speed.

A. Implementation details

Figure 1 illustrates for \( n = 2 \) the order in
which the global states are visited (bold arrows).
Assume that we have cached the local states \( \sigma_1^0 \),
\( \sigma_2^0 \) and want to enumerate global states in level 4.
To this aim we repeatedly reverse execute \( p_2 \) and
forward execute \( p_1 \) and obtain \( \Sigma^{04}, \Sigma^{13}, \Sigma^{22}, \Sigma^{31} \)
in this order. (Note that this approach could be
easily extended to simultaneously visit most of
the global states in level 5 which occur “between”
the reverse and the forward executions).

During this process we calculate the minimum
index of a local state of \( p_1 \) in level 5 (which turns
out to be 1) and the maximum such index for \( p_2 \)
(which is 4). Thus, to prepare the algorithm
for traversing of the next level, we compute by
forward execution (or fetch from cache) \( \sigma_1^4 \) and
\( \sigma_2^4 \).

Since the enumeration is slightly more complica-
ted for \( n > 2 \), we give an example for \( n = 3 \)
in Table I. The algorithm traverses here level 4 of a fictive lattice; in the beginning, local states $\sigma_1^0$, $\sigma_2^0$ and $\sigma_3^0$ are stored in a cache. The global states are visited in lexicographical order (in Table I: top to bottom, then left to right). Note that each column of the table corresponds to a sequence initiated by fetching $\sigma_2^0$ from cache and "loading" it into $p_2$.

The full implementation details are presented in the following algorithm.

$$\Sigma := \text{initial global state (GS); visit } \Sigma;$$
$$M := \text{cache with local states (LS) } \sigma_k^1, \ldots, \sigma_k^{n-1},$$
where $k_i$ is minimal entry at position $i$ over all signatures in $F$, $i = 1, \ldots, n - 1$;

repeat {next level}
$$a := \text{smallest signature in } F;$$
$$z := \text{largest signature in } F;$$
$$i = (i_1, \ldots, i_n) := a;$$
update $C$, cache of LSs of $p_n$, between $\sigma_n^z$ and $\sigma_n^a$;
$$\Sigma := \text{GS with signature } a \text{ (use } M \text{ and } C \text{ here);}$$
clear $F'$, set of signatures of next level;
add signatures of successors of $\Sigma$ to $F'$;

repeat {compute and visit next GS}
$$i' := \text{lexicographical successor of } i \text{ in } F;$$
for $k := \text{each position at which } i \neq i'$
do if $k < n$ then {forward execution}
using LSs in $M$ and $\Sigma$; forward execute $p_k$ until its local state has index $i_k'$;
else {reverse execution}
using $C$, compute LS of $p_n$ with index $i_n'$;
end if
update $\Sigma$ with changes; visit $\Sigma$;
add signatures of successors of $\Sigma$ to $F'$;
end for
$$i := i';$$
until $i' = z$;
update $M$ by forward executions and copying LSs from $\Sigma$;
$$F := F';$$
until $F$ empty.

B. Running time and memory requirements

Obviously, the least cost of generating a global state is one reverse computation and one forward computation. However, sometimes a local state of one of the processes $p_1, \ldots, p_{n-1}$ must be restored from the cache. It is not hard to see that the cost of computing the first visited global state per level and the cost of updating $M$ can be neglected. Thus, with notation from Section II, $R := \max_{i=1}^{n-1} R_i$, $E := \max_{i=1}^{n-1} E_i$ we obtain as an upper bound on the running time of the enumeration

$$|L| (R + E + R_n + E_n (q_n - 1)),$$

where $|L|$ is the total number of global states. Note that the time per single global state compares favorably to the cost of moving from one global state to the next in an actual distributed computation, which is on the order of $E$.

As for the memory requirements, the above algorithm stores the currently visited global state, the cache $M$, and the cache for reverse computations of $p_n$. While $M$ requires no more memory than for a single global state, the cache for $p_n$ needs memory amounting to $S_n \frac{k_n}{m_p}$, where $k_n$ is the highest index of a local state in $p_n$. The memory requirements of $F$ and $F'$ are small compared to a single global state and are neglected. Summarizing, the size of the working memory equals to memory for two global states plus a variable amount determined by the user.

IV. IMPROVED CACHING OF LOCAL STATES

The algorithm presented in [1] enumerates global states of a distributed computation by traversing the corresponding lattice in a DFS-manner. This algorithm is memory-efficient, albeit it applies reverse computation which is responsible for the major share of its computational effort. This effort can be reduced by caching of certain local states, thus trading the running time for memory efficiency. In this section we describe an improved strategy for selecting the local states to be cached. This can significantly decrease the running time as compared
to the version in [1] at the same memory requirement.

A. Depth-First Search and i-traces

Without going into implementation details, we describe in the following how the lattice of global states is traversed by the algorithm in [1]. For such a lattice let \( T \) be a spanning tree such that each edge connects a global state and its successor with lexicographically largest signature. Figure 2 shows such a spanning tree for the lattice in Figure 1. The order of enumeration of the global states is the same as the order of node visits of a Depth-First Search algorithm applied to \( T \) and starting at the initial global state. Figure 2 indicates in which order the nodes are visited by the numbers at some edges.

From the same figure we see that sometimes the traversing of the tree moves from a global state to its predecessor, e.g. from \( \Sigma^{55} \) to \( \Sigma^{54} \). At these steps the algorithm presented in [1] incurs reverse computation. During such an operation the local state of only one of the processes \( p_i \), say, must be reverse computed. It is not hard to see that the higher the process index, the more frequently this process is affected by reverse computation. In the following we want to explore this fact for a better caching strategy.

Consider the sequence of global states in the order as visited by the algorithm. For \( i = 1, \ldots, n \) let us define an \( i \)-trace as a longest subsequence of it such that the process \( i \) was subject to reverse computation only. Every such a subsequence can be determined by a path in \( T \). In Figure 2, the only one 1-trace is determined by the path from \( \Sigma^{55} \) to \( \Sigma^{00} \) at the left “edge” of the lattice, and e.g. \( \Sigma^{21}, \Sigma^{22}, \Sigma^{23}, \Sigma^{24} \) determines one of the multiple 2-traces.

To bound the number of \( i \)-traces in \( T \) consider a complete lattice which has \( m \) levels, and all global states except those with the highest level have exactly \( n \) successors (recall that \( n \) is the number of processes). It is not hard to see that the number of \( i \)-traces in such a lattice is maximal (over all lattices) for \( i = 1, \ldots, n \). Especially, it has only one 1-trace. Furthermore, every global state \( \Sigma \) with signature \((k_1, \ldots, k_{i-1}, 0, \ldots, 0)\) where \( k_1 + \ldots + k_{i-1} = \ell < m \) gives rise to a unique \( i \)-trace. This is due to the fact that at some point (exactly when it encountered \( \Sigma \) after a reverse execution of \( p_{i-1} \)) the algorithm will visit all global states with signatures starting with \( k_1, \ldots, k_{i-1} \). By doing so, it first only forward executes \( p_i \) (\( m-\ell \) many times) and then reverse executes it until the global state with signature \((k_1, \ldots, k_{i-1}, 0, \ldots, 0)\) is encountered again (the second part corresponds to our \( i \)-trace). Of course, during this process the processes \( p_{i+1}, \ldots, p_n \) are forward and reverse executed. It follows by induction that in the complete lattice we have for \( i \) between 2 and \( n \) exactly

\[
tr_i := (m-1)(m-2)\ldots(m-i+1)
\]

\( i \)-traces (and \( tr_1 := 1 \)), which is also an upper bound on the number of \( i \)-traces in any lattice of depth \( m \).

B. Minimizing the running time

We assume that the total time spent for reverse execution of process \( p_i \) is proportional to the number of \( i \)-traces. This assumption is not completely accurate, since not every local state
of $p_i$ will occur in equally many $i$-traces; e.g. in the complete lattice the local state of $p_2$ with index $j$ will occur in exactly $m - j$ of the $m - 1$ 2-traces. However, since these frequencies depend on the form of the lattice and so on the distributed computation we do not consider them.

Using the notation and results from Section II, the total time for the reverse computations is obviously proportional to

$$t_{rev} = \sum_{i=1}^{n} tr_i (R_i + E_i(q_i - 1)).$$

We can minimize this number by choosing the values for $q_1, \ldots, q_n$ subject to the following constraint that the total memory or secondary storage devoted for caching does not exceed $S_{total}$:

$$S_{total} \geq \sum_{i=1}^{n} S_i \left[ \frac{k_i}{q_i} \right],$$

where $k_i \leq m$ is the highest index of the local state of process $p_i$.

Since the above optimization problem requires non-linear integer programming, finding an optimal solution is likely to be NP-complete. Thus, heuristics such as genetic algorithms seem to be a good choice. Another approach worth noting is to try to balance out the summands in the r.h.s. of (3). This can be achieved by setting e.g. $q_i = \left[ (tr_{n-i} + 1)/E_i \right]$ (under the assumption that $R_i = 0$) for $i = 1, \ldots, n$.

V. CONCLUSION

The most universal approach to evaluating global predicates is the enumeration of global states. Although such an enumeration might generate a huge number of global states to be checked, a real obstacle of this approach is the anticipated memory usage.

We addressed this problem by designing a memory-efficient enumeration algorithm which traverses the lattice of global states level-wise. As a minimum, it has a memory requirement of two global states. Additional memory devoted to it by the user is used to speed up the reverse computations utilized in the algorithm. If all local states of a single process can be cached, the algorithm computes a single global state at the speed comparable to the original computation.

Using the insights gained from the development of the new approach we showed how the strategy for selecting local states to be cached applied in [1] can be improved. This implies a higher execution speed of the algorithm from [1] without increased memory requirement.
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